Trained Quantization Thresholds (TQT)

A COST OF AFFINE QUANTIZER
A.1 Cross-terms due to zero-points

Consider two real numbers r; and r and their product
rg3 = r1 - ro. Using the affine mapping from (2) to represent
this, we get:

s3(qs — 23) = s1(q1 — 21) - s2(q2 — 22),  (12)
which can be expressed as
518
qs = z3+ % (0102 — 122 — 21 + 2122). (13)
3

The cross-terms in (13) add complexity and often require
special handling to remain efficient. While the added cost
can be amortized over several accumulations of a matrix
multiplication or convolution operation, it would still require
optimizationss, both algorithmic and kernel-level.

By eliminating zero-points, the cross-terms vanish and the
operation simplifies to:

5152

q3 = [q1q2]- (14)

53
A.2 Real-valued scale-factors

With positive real scale-factors, the constant multiplier
$182/s3 in (14), empirically found to be in the interval
(0, 1) (Jacob et al., 2017), can be expressed in the normal-
ized form 27" sy where n is a non-negative integer and sg
is in the interval [0.5, 1). In other words, the accumulator
(storing q1q2) needs to be scaled by a fixed-point multi-
plier that approximates sy and right-shifted by n bits (with
round-to-nearest):

g3 = 2""s0[q1g2]. (15)
However, by constraining scale-factors si, sq, S3 to strict
power-of-2, the scaling operation reduces to a rather simple
bit-shift (with round-to-nearest):

a3 =27 [q1q0]. (16)

B LoOG THRESHOLD TRAINING

Initially, it may seem that with the definition of a gradi-
ent with respect to the raw threshold, backpropagation and
gradient descent could be immediately used to train it. How-
ever, just as training weights in a vanilla neural network
requires care in the choice of optimizer and learning rate,
here too care must be taken to ensure training stability and
convergence. There are three main properties we would
like our training procedure to satisfy: numerical stability,
scale invariance, and convergence. We discuss each of these
issues and the engineering tweaks used to solve them here.

8Some of which are covered in (Jacob et al., 2016a; 2017;
Krishnamoorthi, 2018).

B.1 Numerical Stability

One obvious problem with training raw thresholds ¢ € R
is that gradient updates could potentially bump a threshold
to a negative value, causing log, ¢ and therefore scale-factor
s to diverge. If this happens even once, the network as
a whole will break. An easy solution is to train log, ¢ as
opposed to ¢ itself, since its domain is log, ¢t € R. Using log
thresholds is convenient because it already appears in the
expression for s(t). However, the most important benefit
is described in Section B.2, where the log representation
makes ensuring scale invariance very easy.

B.2 Scale Invariance

For a given input distribution we prefer that the threshold
gradients have similar magnitudes regardless of the position
of the threshold itself. This threshold scale invariance is
useful for making sure training is not too slow when the
thresholds are far from their optimal values. Similarly, the
properties of our threshold gradients should not depend on
the scale of the input distribution. This input scale invari-
ance is important because it ensures that quantized training
behaves the same way for the different weights and activa-
tions in the network, even if the variance of their distribu-
tions vary over many orders of magnitude.

Unfortunately, neither of these scale invariances hold. Far
from improving, Figure 7 shows that in moving from raw
threshold training (left) to log threshold training (middle),
both scale invariance properties of the threshold gradients
actually degrade.
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Figure 7. Gradients of Lo-loss with respect to raw threshold
(left) or log threshold (middle, right) versus log threshold, for
Gaussian(o) inputs of varying o. Desired (normed) gradients for
the log threshold case are shown on the right.

Threshold scale invariance: Updates to the log threshold
would be threshold scale invariant if the gradients on both
sides of the negative-to-positive jump were flat, as seen in
the right plot of Figure 7. However, this is not the case for
log threshold gradients (center plot of Figure 7). On the
left-of-jump side, as log, t decreases, gradients of (hence
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Figure 8. Raw, log and normed log threshold training on L2-loss for 2000 steps with learning rate o = 0.1. We compare different
bit-widths - 4 (top) and 8 (bottom), and Gaussian(o) inputs of varying o - smallest (left) to largest (right). The empirical value of 7y is

estimated from the last few hundred steps of Adam.

updates to) log, ¢ get exponentially smaller, meaning it will
converge very slowly to lower optimal values (see the log
grad SGD case in the left plots of Figure 8). Similarly,
on the right-of-jump side, as log, t increases, updates to
log, t increase exponentially, meaning it will converge very
quickly and possibly unstably to higher optimal values (see
the log grad SGD case in the right plots of Figure 8). In the
raw threshold domain, we would like gradients of (hence
updates to) ¢ to scale proportional to . This is also not the
case for the left-of-jump side of raw threshold gradients (left
plot of Figure 7). In other words, the raw and log threshold
gradients are swapped from what we would prefer on the
left-of-jump sides.

Input scale invariance: Updates to the log threshold are
input scale invariant if the gradients are threshold scale
invariant and x-axis shifted copies for varying input scales,
as seen in the right plot of Figure 7. However, this is not
the case for log threshold gradients (center plot of Figure 7)
as the gradient magnitudes depend on the scale of the input.
In fact when accounting for the threshold scale dependence,
the gradient magnitudes depend quadratically on the scale
of the input.

Normed gradients: While neither raw or log threshold
gradients have the desired properties of scale invariance,
only minimal modifications to our log threshold gradient
is needed to get these properties to hold (see desired log
threshold gradient on the right of Figure 7). In particular, if
we normalize the gradient g; by its bias-corrected moving
average variance, we achieve a close approximation of the
desired gradients g;, shown in (17). To improve stability,
we can encapsulate (17) in a clipping function to guarantee
no large gradients, shown in (18).

Yet another desired property highlighted in Figure 7 is that

near the jump, the ratio of the gradient magnitudes to either
side of the jump is to be preserved between the original and

normed gradient cases. This is important for the conver-
gence dynamics of the system discussed in Section B.3. In
dynamic situations, the gradient normalization solution (17)
approximates this feature as well.

v; = Bui_1 + (1 - B)g?

. Uy

V; 11— ﬂ"

Gi ﬁ (17)
Gi < tanh (\/59+6> (18)

Figure 8 shows training curves on the toy Lo quantization
error problem across various bit-widths, input scales, and
optimization algorithms. Raw gradient with SGD fails for
large o and converges too slowly for small o, as we would
expect from Sections B.1 and B.2. Additionally, they have
b, o-dependent stability once converged. Switching from
raw to log threshold gradients, we see that log gradient with
Adam performs well, yet log gradient with SGD performs
poorly, with weak convergence rates for small o and di-
vergence for large 0. However, after performing gradient
normalization (18), normed log gradient with SGD performs
well, demonstrating that lack of proper gradient norming is
the main issue preventing convergence using standard gradi-
ent descent. Besides the differing convergence rates, another
characteristic becomes immediately obvious - stability after
convergence. For example, raw gradient method tends to os-
cillate wildly between multiple integer-level log thresholds,
whereas normed log gradient method is better behaved and
tends to stay within a single integer log threshold band.

Adam optimizer: While gradient norming (18) led to good
results with SGD, we note that Adam without this gradient
norming also works quite well. It is easy to see why this is -
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Adam has built-in gradient norming (Kingma & Ba, 2014).
Thus we can avoid redefining the gradients by simply using
an optimizer that includes adaptive gradients, such as Adam
or RMSprop (Hinton et al., 2012). While RMSprop appears
to superficially resemble (18) more closely than Adam, we
suspect Adam has better behavior in the absence of gradient
clipping due to its use of moments to smooth the gradients.
To use Adam safely, we derive rough bounds on the learning
rate and momentum parameters to ensure the oscillations
seen in Figure 8 for log gradient with Adam do not exceed
a single integer bin. This is important because if they move
across bins often, the network may have more trouble adapt-
ing to the changing distributions from a given quantized
layer, in an effect that may be similar to the motivation for
batch normalization (Ioffe & Szegedy, 2015).

B.3 Convergence

One primary cause of the sharp gradient jumps seen in Fig-
ure 7 is our insistence on power-of-2 scaling. In the forward
pass, features downstream from the quantized layer are
completely unaware of intermediate non-power-of-2 scale-
factors so there are sharp jumps at integral log, ¢, similar to
what might be observed when using the STE for traditional
quantization. The net effect is a bang-bang like operation.

In more detail, for a given input distribution there is some
critical integer threshold log, t* before which the gradients
are negative (causing positive threshold updates) and after
which the gradients are positive. This negative feedback
will force the threshold to oscillate around log, t*. The
gradients g; and gj, on either side of log, t* tend to be fairly
constant within a distance 1 of log, t* due to power-of-2
scaling. For simplicity, assume |g;| > |gy,| so that the ratio
rg = —qi/gn > 1. As r, grows, we would expect the
following behavior: the threshold stays in the higher bin for
a while, slowly decaying until reaching the lower bin, at
which point a large |g;| causes it to jump back to the higher
bin, where it begins a slow decay again. This behavior can
be observed in the left plots of Figure 8 and are shown in
more detail in Figure 9.

If normed log gradients and SGD are used together, the
dynamics are fairly simple. Let log, t; < log, t;—1 — ag;
be the SGD update on normed log gradient g; (18). Then
because |g;| < 1 by design, a given jump in the sawtooth-
like pattern will have magnitude bounded by learning rate
o. Thus by selecting o < 1, we can ensure convergence
within a threshold bin.

However in our experiments, we used the implementation-
ally simpler approach of unnormed log gradients with the
Adam optimizer. While simpler to implement, the analysis
is more complicated due to the second-order nature of the
optimizer. Adam has three key hyperparameters: «, 51, B2
and operates by keeping track of a moving mean of gradi-

ents m; < B1m;—1 + (1 — 51)g; and a moving variance
v; + B1v;_1 + (1 — B1)g? before applying update rule
0; < 0;—1 — o - m;/\/v;. In practice, bias correction is
used to get m;, ¥U;, but when considering settling dynamics
for ¢+ — oo, this bias correction is insignificant. Typical
values are & =~ 1073, 81 ~ 0.9, B> = 0.999.

In Appendix C, a detailed analysis of convergence for Adam
is carried out. From this analysis a simple set of guidelines
emerge. First, the learning rate is set to guarantee a <
0.1/,/p. Next, we ensure 1/e < ; < 1 to satisfy the
limits of our analysis. Finally, we make sure r, ~ p <
1/(1—B2) = 1— 2 < 1/p. These results are summarized
in Table 4. For simplicity, we use a = 0.01, 8; = 0.9, o =
0.999 for all of our training.

Table 4. Guidelines for log threshold training with Adam, assum-
ing b =2°~! — 1 for signed data.

Bit-width b 4 8
< 9L < 0. <0.
« < \/ﬁ < 0.035 | <0.009
b1 >1/e >1/e >1/e
By >1— 50l >0.99 | >0.999
Steps ~a 4+ (1-62)7 | =100 | ~1000

C ANALYSIS OF ADAM CONVERGENCE

Let T be the period of oscillations at convergence. If we
assume T < 1/(1 — fB2), then we can treat the moving
variance estimate as if it is a constant v; = ((T — 1)g7 +
9t)/T = g} (1/r2 + 1/T). However, we cannot make the
same assumption for the relationship between 7" and ;.
Instead, based on our earlier discussion in Section B.3 of
the bang-bang behavior, we assume that a gradient g; is seen
for a single step, then gy, is seen for 7" — 1 steps. Then for a
given cycle of this behavior, m; = Bi(B1mo+ (1—B1)g1) +
(1 — B%)gn, where my is the steady-state minimum mean
during the cycle. Because this is steady-state, we can solve
for mg and m;:

m; = B1(Bimo + (1 = B1)g) + (1 = BY)gn

mr =mo = B1 (Bimo + (1= B1)g) + (1 — ] )gn
BB (8D,

0= g1

1— ’ir"rl (19)
Mi _ 5itl Br(1—p)—(1-— 5?)/7"9
9 ! 1— g
Bil— B+ ) -~ 20
+61(1 =51+ E) T (20)
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Figure 9. Close up of Figure 8 for the Adam-trained log threshold gradient on a few select settings.

Adam updates look like 0; <— 6;_1 — a - m;/\/v; or 0;
fg— Z;:o m;/./v;. We can solve for T" by finding when

01 = 6y or ZZT:O m;/y/vi = 0. As an intermediate step,
we find:

where we replace the large expression in (23) with ¢ in
(24). We now solve for the critical point of A;6 to determine
tmazr = argmax, A.6.

d
0=—A,0
t
= Z v " In(B; 1) Byme=t1 1
i:O = /Ty ket S 2 A P
sla=sn-0-p) 1\ _ 1 1=hA "9
t 1 1 1)/"g 1 1
_ B (5 o +1-p61+ ) Ty flmest1 _ 1 1 1-5 @5)
=0 1/r2+1/T In(B; ") rg -1 1
1 1-p"
1 1—pitt sra1-2 1— BT /r = 1
- T 1 [ 1 (ﬁl il - :§“+1 /7, In(frt) 147,
=+ 7 - 51 1-p54 _—
’ tmae = log ( 1L 1-57 ) 1 (26)
1 t+1 maz — 1054 1 -
+151+) S ] 1) \In(B) 1+
Tg g
Now, we set A6 = 0: Plugging (25) and (26) into (24),
1 1— T+1 T 1— — (1= T r c1 1
0= Y PN e Vel (VAT Atwgzm[l_ _ _
%4_% 1-751 1-5 A rgIn(B; )
"o rqo+1
1 1 1-p5°
1y _T+1 -—1 L 27
+1—51+) — } ry o0 <1n(51—1) 1+, N @7
Ty Ty
1-B T+1
?H M +1- T+1 + o —1,8 ) - To simplify this expression, note that 5; < 1 and r; > 1 so
g ! g ! 91— B~ 1.Thenecy/(1— ) ~ 1+ 1/r, ~ 1 and:
T=r, (22)

The worst case happens when r, is large, so if we substitute
T < ry and assume 7, > 1, we get:

1- Bt (=) - (-8
Ata ~ \//'Tg [ 1— ,81 (61 L ( fli Br(g+1 ! )/Tg
1
1 t4+1
+1—ﬁl+r)— = ] (23)
g g
1—pitt i1
rg[ — 61 - ] (24)

1+ In(ryIn gy )
rg1n B1

A0~ /Ty [1 + ] (28)

Further, if 1/e < 81 < 1, then the right term is negative
and the expression has a simple upper bound:
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A0 < Ty (29)

In practice, we notice that sometimes noise can can cause 6
to stay on the high-gradient side of the threshold boundary
for multiple steps, causing the momentum to build up. Thus,
to be safe, we recommend designing for A, 6 < 10,/7,.

A rough estimate for the number of steps needed for con-
vergence is O(A[log,t]/(agl)). Because of adaptive
gradients, |g| should be close to 1, provided we allow
enough time for historical variance to decay - O(1/(1—2))
steps”. Thus, the overall number of steps would be
O(Aflogy t]/a + Aflogy t]/(1 — B2)). Assuming cali-
bration is used, A[log, ¢] should be close to 1, giving the
simplified expression O(1/a + 1/(1 — B2)) steps.

Finally, we address how to approximate 4. The operation
of crossing a threshold boundary moves some fraction f of
inputs {z;} from the n < |z/s]| < pcasetothe |x/s] <n
or |x/s] > p cases (assume only |z/s| > p for simplicity
from here on). Using the toy L2-loss model (9),

s s :
Viog,nL=8"2- 4 pn—2/5)  if 2] <mn,
plp—=/s) if[§[>p

(30)

we see that for any given z;, the ratio r¢; between the gradi-
ents in the outer and inner cases is p(p — x;/s)/(|x:/s] —
x;/s)%.  But since x; recently switched cases, (p —
x;/s) < 1. As a rough estimate, we might expect rg; ~
(1/2p)/(1/12) =~ 6p. Averaged over the entire input,
rg = 6fp < p. The 10x over-design helps address some
uncertainty in this measure as well.

Figure 9 shows a re-run of Figure 8 for the case of Adam
optimization on log threshold gradients. These plots allow
us to validate our Adam convergence analysis above. First
we note that p = 28~1 — 1 = 127, which is an approximate
upper bound on 7, and well within the 10x over-design
principle. Next, notice that T' ~ r,. For example, in the
o = 1072 case, T ~ 280 while rg & 272.

Most importantly, we expect the max log-threshold devia-
tion to be upper-bounded by /7, = (1.6,0.4,0.7) from
left to right if our original assumptions hold - that we visit
the lower threshold bin for one step and stay in the upper bin
for T' — 1 steps. While the bound holds for all o, it is close
to not holding for o = 10~!. A brief inspection reveals

°This is a problem when historical gradient magnitudes were

higher, as is usually the case when Aflog, t| < 0, as seen in the
small o plots of Figure 8.
why this is the case - the log threshold spends far more than

one step in the lower threshold bin per period, violating our
one-step assumption. This violation can be explained by
looking at the gradients, which show that the lower thresh-
old bin sometimes has positive gradients, depending on the
randomness of the input Gaussian vector. These phenomena
motivate our suggestion to over-design by 10x. The cost in
additional steps needed to reach convergence seems like a
worthwhile trade-off.

D BEST OR MEAN VALIDATION

We run validation every 1000 training steps and save the
best top-1 score checkpoint. This approach was initially
driven by a desire to better understand convergence and
stability properties with our method, but we continued using
it since intermediate validation was not too expensive for
5 epochs of retraining. However a valid concern is that
this intermediate validation introduces a positive bias to
our results through cherry-picking. To quantify this, we
compare the positive-biased validation method to simply
taking the average of validation scores at fixed intervals:
20%, 40%, 60%, 80% and 100% of the fifth epoch. As
noted in Table 5, the differences between these methods on
the top-1 accuracy are 0.1% and 0.2% for MobileNet v1 and
VGG 16 respectively, suggesting that cherry-picking only
results in a minor positive bias on our reported accuracy.

Table 5. Best validation (cherry-picked) is compared to the average
of five validations (at pre-determined steps) in the last epoch, for
two networks.

Accuracy (%) Epochs
top-1 top-5
MobileNet v1 1.0 224
S 70982 89.886 4.2
70.986 89.860 4.4
71.076  89.930 4.6
71.000 89.870 4.8
71.022 89.944 5.0
Mean 71.0 89.9
Best 71.1 90.0 2.1
VGG 16
S 71.448 90.438 42
71462 90.456 4.4
71434 90436 4.6
71.500 90.426 4.8
71458 90.456 5.0
Mean 71.5 90.4
Best 71.7 90.4 0.9




